
Webrtc-chrome41-SIPML-WSS-chan_sip-peer A

1) INVITE B (+offer sdp with ice candidates)

Asterisk 13

Chan_sip-peer B (snom 720)

Stun request RTP-port2)
Stun request RTCP-port

3) Stun response (x2)

Good case 1 - Webrtc peer calls OUT

Weird case 2 - webrtc peer gets called

Webrtc-chrome41-SIPML-WSS-chan_sip-peer A

Asterisk 13

Chan_sip-peer B (snom 720)

4) Lots of stun responses…

1) INVITE A 
2) INVITE A (+offer sdp with ice candidates)

?) INVITE B

3) IF A is chrome: send stun requests at very high rate, 
every (~10-50 ms) to received ice candidates

5) (OK +SDP Answer with ice candidates)

(!) <asterisk does something>, <calls pjprojects somehow>, by calling strace on asterisk's PID, we see 
that pjprojects indeed calls "sendto(…, "<stunmsg>",…) 10-100 times within a milliseconds, that is, it 
sends the exact same package multiple times. It does this both when i used pjprojects 2.2 and pjprojects 
2.3 (both installed from source)

?) OK + SDP ANSWER?) OK + SDP ANSWER

6) Send 10-100 identical STUN request packages within 1 millisecond

7) (big burst of stun responses)

(!) This weird process does not seem to cause any problems to the end-user, except when asterisk 
crashes (Happens once in 10000 calls?). Currently we don't have a proper coredump, but we do know 
that the crashes always happen within the call to pj_ice_sess_on_rx_pkt from __rtp_recvfrom. Last 
crash seemed to happen when asterisk processed a stun request as produced by step 3 in above picture 
(because length was 128 and that's most certainly a stun request from chrome). We do not know if the 
weird process-step 6) is responsible for this crash.
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